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COMPARISON OF DESCRIPTIONS OF CONTINUOUS-TIME
AND TELETRAFFIC SYSTEMS

Andrzej Borys, Mariusz Aleksiewicz
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|andrzej.borys, mariusz.aleksiewicz)/@utp.edu.pl

Summary: In a fundamental book [3] on the so-called network calculus and research
papers using this technique, as for example those cited in this paper. the notion of
causal linear time-invariant teletraftic systems (networks) is used. It has been
mentioned in [3] that these systems are analogous to the causal linear time-invariant
systems {circuits) described by integral convolution (or convolution sum in the case of
discrete ones) in classical sysiems theory. Note that networks considered in the
network calculus are described by other type of convolution that uses the infimum
operation. Moreover, the algebra used in the above technique is also different. This is
the so-called min-plus (or max-plus) algebra. Therefore, it is not obvious that the
teletraffic systems (networks) described by the infimum convolution fulfill the
following basic properties: linearity, causality. time-invariance, associativity and
commutativity of their convolution operator, known from the classical theory of
systems. The objective of this paper is to prove or show in detail that the above
properties hold.

Keywords: Network calculus. basic properties of teletraffic systems, linearity, causality,
time-invariance, associativity, commutativity, infimum convolutions

1. INTRODUCTION

Consider teletraffic system (network) which can be described by means of
the so-called Network Calculus [5]. Central to the theory is the use of alternate
algebras such as min-plus algebra and max-plus algebra to transform complex
network systems into analytically tractable systems [4]. Many detailed
examples can be found in the literature, as for example, in [1, 2, 3, 6]. The
description of this system is in form of a black box, as depicted in Fig. I,
relating its output traffic y(t) with its input traffic x(t) through the service
curve B(t) (corresponding to the system impulse response in the classical
systems theory dealing with analog or digital signals).
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mput output
traffic x(t) Teletraffic system (network) wraffic y(t)
— ¥ >

Black box characterized by 8(t)

Fig. 1. A teletraffic system (network) input-output model via a black box characterized
by a service curve S(t)

The input and output traffics x(t) and y(t), respectively, are the functions
of time variable t. They have the meaning of the cumulative traffic (sums of the
bits (packets) arrived in the period from 0 to t). When the rclation between y(t)
and x(t) has the form

y(© = inf (f@O+ x(t -1}, PO =0 for 1<, (1)

where inf means the mathematical operation of taking infimum value, then a
system described by it is called a causal linear time-invariant one [5]. However,
to our best knowledge, there is a lack of evidence in the literature, including [5].
that a system described by (1) really fulfills the properties of linearity, causality
and time-invariance. This paper fills the above gap. Besides, we show here how
the properties mentioned look like in the case of linear systems described by an
integral convolution — for reference and comparison. Finally, we compare the
forms of associativity and commutativity properties of systems described by
convolutions integral with those involving infimum operation.

2. LINEARITY PROPERTY

Let take into account a system described by an integral convolution of the
form

y(t) = (Gx)(t) = GXx)() = f”h(‘[)x(t —1)dt, h(t) =0
0

for <0

(2)

where y(t) and x(t) represent the output and input to the system, respectively,
and h(7) is the so-called impulse response of this system. The description by (2)
(as shown there) can be also expressed in the operator form y(t) = (Gx)(t) =
= G(x)(t) with G meaning the integral convolution operator. The system
represented by (2) is linear when it fulfills the following relation

G(ax; +bxy)(t) = aG(x) (1) + bG(x)(t) = ay:(t) + by, (t) 3

where a and b are some real numbers. Moreover, x;(t) and x,(t) are two input
signals. and y;(t) and y,(t) are the corresponding output ones.
Using x(t) = a - x,(t) + b - x,(t) (2) gives
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y(t) = fmh(r)[ax1 (t—1)+ bx,(t — )] dt =
0

o - 4)
= af h(t) x,(t — T)dT + bf h(z) x,(t — 1)dt = ay,(t) + by, (t)
0 0

That is the linearity condition (3) is fulfilled (meaning that the systems
described by integral convolutions are linear).

Consider now the systems described by (1), which is also named as
infimum convolution. In this case, the algebra used is also defined differently. It
is named min-plus algebra. In this algebra, the operation infimum stands for
addition in the standard algebra, but the addition, on the other hand, replaces
multiplication of standard algebra; for more details, see for example [S].
Therefore, here, the condition of linearity, equivalent of (3), must be written as

G (igf {a+ x,(), b+ xz(t)}) = igf {a+G(x)@) b+ G(x)()} = (5)
= igf fa+y1(0),b + y, (1)},

where y;(t) = G(x1)(¢t) and y,(t) = G(x,)(t) and a and b are real numbers.
The subscript 2 under inf operation means calculation of the infimum (in this
case minimum) in the set consisting of two elements. In the next step, we check
whether (5) is satisfied in the case of G given by (1) or not. To this end, we

substitute the signal x(t) = inzf {a+ x,(t), b+ x,(t)} into (1). This gives

y(@© = inf, {3(1) +inf{a+x, (6= 1), b +x,(¢ - r)}} =

= inf [Oisggt{ﬁ(r) +a+x (-0}, inf (B +b+x,( -0} = ©

=inf {a+ inf (B(@) +x1(t =D}, b+ inf () +x,(t ~ 1)}
= inf {a+y:1(0), b +y,(t)}

So the linearity condition (5) is fulfilled in the case of the G operator given by
(1) and min-plus algebra.

Note that in derivation of (6), we have exploited the fact that S(7) is
a constant in the inner expression there (second line) and interchange of inf
. inf . inf . ..
operations, with , according to the theorem 3.1.1. “Fubini”
P 2 0O<t<t g
formula for infimum in [5].
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3. CAUSALITY

The causality property in systems theory is defined as follows: Let be two
input signals x; and x, satisfying x,(7) = x,(t) for all 7 <t. Then the
operator G describing a system is called causal if it satisfies

y1(8) = G(xq) () = G(xz)(8) = y2(t) (N

In the case of systems described by the convolution integral (2), we have

Y1(6) =y, (6) = j Rl (¢ = 7) — x(t — 7)]de =
0
_ ] (= ) () — xo(c)]de =
t

t
- ] h(t — ) (27 — x,(e)]de’ = ®

t
- ] h(t — 7)o (1) — x5 ("))’ =

0

=]h(t—r’)[0]dr'=0

So, really, the condition (7) is fulfilled, meaning that the systems described
by (2) are causal.

Note that in derivation of (8) we have used the substitution 7' = t — 7 and
the fact that h(t) = 0 fort < 0.

From the equality x,(t) = x,(7) for all T < t, where now x; and x,
mean the input traffics, and relation (1), it follows immediately that

y1(t) —3.(t) =
= Oisggt{ﬁ(r) +x;(t — 1)}~ Oisggt{ﬁ(r) +x({t-1}=0

&)

That is the teletraffic systems described by (1) are causal.

4. TIME-INVARIANCE

To define the time-invariance property, let us first introduce a delay
operator U given by

Ur(x)(t) = x(t = T) (10)
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for signals starting at ¢t = 0 that is for which x(t) =0 for t <0. T in (10)
means delaying the signal x(t) by T seconds.

Generally., we say that a system described by a G operator is time-invariant
if the following:

yr(®) =Gx(t —T)) = GUrx)(t) = G ~T) = y(t —T) (1D

holds.
Now, introducing the delayed signal U (x)(t) = x(t — T) in (2), gives

[0e)

yr(t) = f h(D)x(t —T — 7)dt =
0
t-T (12)

_ f h(D)x(t — T — )t = y(t —T)
0

because assumptions x(t) = 0 and h(t) =0 for t < 0 follow that only the
times t — T — 7 > 0 and 7 > 0 make sense. This leads to the upper limit in the
integral t — T and t > T. Otherwise. yr(t) = 0. Finally, we conclude that
relation (12) proves the time-invariance of systems described by the integral
convolution (2).

Consider now the teletraffic systems described by (1) and introduce there the
delayed input traffic x(t — T) (given by similar expression as (10)). We get then

yi(®) = inf (B(x) + x(t — T~ 1)} (13)

Furthermore, note that the restrictions regarding (13) are similar to those
occurring in the previous case, that is t — T — 7 > 0 and 7 > 0. They lead to
the upper limit t — T instead of t under the symbol inf in (13) and the inequality
t > T. Otherwise, yr(t) = 0. So, from (13) we get

ye(® = _inf {B@)+x(t =T -0} =y(t—T) (14)

which proves the time-invariance property of teletraffic systems described by (1).

5. ASSOCIATIVITY AND COMMUTATIVITY OF INTEGRAL
AND INFIMUM CONVOLUTION

Associativity and commutativity of the integral convolution are very useful
properties exploited in calculations. Let us recall their derivation here,
especially, that the derivation of the first one is not obvious.

We begin with the commutativity property, which proves immediately,
when we apply the assumption x(t) = 0 for t < 0, introduce a new variable



10 A. Borys, M. Aleksiewicz

= t— 1, rename T as 7, and finally take into account the fact that
h(t) =0fort < 0. In effect, we get from (2)

[} t

yr(t) = j h(D)x(t — t)dt = j h(Dx(t —t)dt =
0 0
0 t
=— j h(t — tHx(z")dt' =jx(r’)h(t —t)dt' = as)
t 0
t o)
= jx(r)h(t —1)dt = j x(T)h(t — t)dt
0 0

Consider now a cascade of two systems characterized by their impulse
responses h, (t) and h,(t) as depicted in Fig. 2, with x(t) being the input signal
to the cascade and the corresponding output signals y; (t) and y,(t).

x(2) ¥1(®) ¥2(t)
K of n |2,

Fig. 2. A cascade of two systems for illustration of associativity property

To proceed further, observe first that according to (15) the descriptions
fooo h(Dx(t — t)dr and fot h(Dx(t — T)dt

in our setting, are equivalent to each other. In what follows, we shall use the
latter. So, for the cascade in Fig, 2, using additionally the commutativity
property (15), we can write

t

y2(t) = f}ﬁ(TZ) hy(t — 7y)dt, =
0
t T2 (16a)

- j j *(T)hy (13 — Thy (t — T)dTyd,
00

Associating h, with h, would give
t-1,
M=) = [ hole) b=y — e, (16b)

0

and then it should be possible to express y, (t) as
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t

y2(t) = J x(7) h(t — 71)d74 (16¢)

0

With h(-) given by (16b). In what follows, we will answer whether the above is
true. For this purpose, consider an area of iteration of the double iterated
integral occurring in (16a). It is illustrated in Fig. 3, and follows from the fact in
our setting hy(t) =0, hy(t) =0 and x(t) =0 for all t < 0. This gives
t>1,2>1,20.

7
4
t

0 T
t
Fig. 3. The area of integration of an iterated integral in (16a)

Introduction of a new variable 73 =t — 1, rearranges the set of inequalities
t2rt,21720t0t>21 20 and t — 77 = 73 = 0, which describes a new
area of integration (with 73 instead of 7,). This area is shown in Fig. 4.

13
4
t

-7, +t

a
o

0 LEY

Fig. 4. The area of integration of an iterated integral in (16a) after introducing a new
variable 75 instead of 7,
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Taking into account in (16a) the area of integration shown in Fig. 4, we
arrive at

tti-7;

y2(t) = f f x(t1)hi (t — 74 — 13)hy(13)dT3dT, =
00

t t—7¢ (]7)
= fx('ﬁ) f hy(t — 71 — 13) hy(13)d13dT4
0

0

Further, we deduce from (17) that, really, the output signal y,(t) can be
expressed as in (16¢) with h(t) given by (16b). And this finally proves the
associativity property of the integrated convolution given by (2).

Consider now the question of commutativity of the infimum convolution
defined in (1). Introducing in (1) a new variable T’ = t — 7 gives

y(t) - Og‘;{t{ﬂ(r) + .'X(t B T)} - Oéglfst{ﬂ(t B Tl) + x(T,)} -

(18)
= nf {x(2) + Bt — 1)}

with 7’ renamed as 7 in the last equality in (18). Looking at (18), we see that,
really, the infimum convolution is commutative.

To show that the associativity property holds in the casc of infimum
convolution we need to prove first the following theorem.

Theorem 1. Let S = S(74, 7,) be a set consisting of pairs of 7,7, € R and
let S;,(71) and S; (7;) be subsets of S(t1,7,) chosen such that 7, or 74,
respectively, is constant. Then, the following

inf {inf {f‘(sgz(rl))}}== inf {inf{f(S}l(rz))}} (19)

72€8 (1,€S5 T1ES (T1,ES
holds, where f(+) is a function of 7, and 7, belonging to the set S.

Proof. Using the notation introduce above ,we can write the range of the
function f as range of

=10 (20)
Furthermore, note that
§=8(1,1) = U S, (1) = U Sz,(72) 21)

T,ES T1E€S
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Applying now the infimum operation to the set given by (20) with (21), we
obtain

inf(f($)} = _int (f(S@ )} = inf J| ]S =

%) €S

(222)
= int { inf {£(S,, @)}
or, similarly,
inf {£($)} = inf { inf (£ (5., (2))}} (22)

Therefore, we can conclude that the expressions on the most right-hand sides of
(22a) and (22b) are equal each to other, and this constitutes the equality (19).

Concluding, we say that one can interchange the subscripts 7, and 7, in the
way as shown in (19), when performing infimum operation iteratively.
Moreover, note that our theorem 1 is generalization of the theorem 3.1.1
“Fubini” formula for infimum presented in [5] for any set consisting of two
variables 17, and 7, € R.

Consider now a cascade of two teletraffic systems as shown in Fig. 5.

inptxn( ;.r)afﬁc () oulp;; Z.rta)mc
—_— B > 5

Fig. 5. A cascade of two teletraffic systems for illustration of associativity property
y2(t) = inf {Bp(r) + 31t —12)} =
0=<1,<t

= inf {B,(7) + o inf  {fi(r1) +x(t — 15 — 71)}) =

0=T,<t ST St—T,

(23)
= inf inf  {B,(12) + B1(1)) +x(t — 1, — 1} =

Ost,<t 011 5t—1,

= osigfst 05132{_12{32(72) + pi(t — 12 — 1) + x(71)}
Note that the last expression in (23) holds because ,(7,) does not depend upon
7,. Moreover, the commutativity property of the infimum convolution has been
used in it.

In the next step, we introduce a new variable 7'y =t — 7; in (23). This
leads to
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y,(t) = inf { inf t{ﬁz(rz) + Bt — 1) +x(t - r'l)}} = (24)

0=s7,=<t (1,<7,<

= nf fx(e—7) + _inf {Ba(r) + B — )}
Note that the interchange of the subscript 7, and t’; under the infimum
operations in (24) have been used, according to theorem 1. And finally, we
conclude that (24) proves fulfillment of the associativity property by the
infimum convolution.

6. DIGITAL SIGNAL-BASED SYSTEMS

The digital linear time-invariant causal systems are described by a sum
convolution as

y(k) = ¥2 o h(Dx(k — i), withh()) =0, x()) =0fori <0 25)

in place of the integral convolution for time-continuous systems. In (25),
h(:), y(-) and x(-) are the samples of the system impulse response, its output
signal, and its input signal, respectively. Moreover, k means a discrete time.

Also the systems characterized by (25) possess the properties we dealt with
in the previous section. This can be easily shown using the approach applied
before for analogous ones.

7. CONCLUSION

In this paper, we have analyzed systematically the basic properties of
teletraffic systems that can be described by an infimum convolution. We have
shown that these systems are linear, causal, and time-invariant. Moreover, their
convolution operator fulfills the properties of associativity and commutativity. To
our best knowledge, the derivations presented here have not been presented in
the literature, at least in such a systematic form. For reference and comparison,
we have also presented analogous derivations for systems of which input-output
descriptions are in form of an integral convolution.
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POROWNANIE OPISOW SYSTEMOW TELEINFORMATYCZNY CH
ORAZ CIAGLYCH W CZASIE

Streszezenie

W znanej monografii nt. rachunku sieciowego (network calculus), napisanej przez
J.-Y. Le Boudeca i P. Thirana. zostato wprowadzone pojecie liniowych systemow
teleinformatycznych niczaleznych od czasu. Wskazano w nigj na podobiefistwa
istnigjgce pomiedzy powyzszg klasg systeméw a liniowvmi systemami analogowymi
niezaleznymi od czasu. jednakZze zrobiono to w sposéb dosy¢ pobiezny. W tym artykule
podobienistwa te sg przeanalizowane w sposob systematyczny. a takze bez uciekania sic
do bardzo abstrakcyjnej teorii systemdw opisywanych za pomocg algebry min-plus —
Jedynie przy wykorzystaniu elementarnych poje¢ matematyki wyzszej. Wiele
przedstawionych tutaj wyprowadzen nie byto dotychczas nigdzie publikowanych, jak na
przyklad twierdzenie 1.

Stowa kluczowe: rachunek sieciowy (network calculus), liniowe i niezalezne od czasu
systemy teleinformatyczne, wlasnosci splotu w algebrze min-plus
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TOWARD MORE EFFICIENT WIRELESS “LAST MILE”
SMART GRID COMMUNICATION SYSTEMS

Piotr Kiedrowski', Gabriel A. Deak?, Kevin Curranz,
Joan Condell’, Bozydar Dubalski'

'Institute of Telecommunication, University of Technology and Life Science
Kaliskiego 7, 85-789 Bydgoszcz, Poland
ISRC - University of Ulster. Magee Campus. Northland Rd.. BT48 7JL. Derry. UK

Summary: Multi-hop techniques are very popular in Wireless Sensor Networks as
they are used to solve coverage problems. The drawback of these techniques is the
low reliability. The aim of this paper is to outline hardware solutions that improve
the efficiency of wireless networks intended for “last mile™ smart grid communi-
cation systems. Typical Wireless Sensor Networks cannot take advantage of these
solutions due to power constraints. Fast carrier detection and the probability of
collisions, forward error correction. data whitening. and clear channel assessmen-
tare discussed as hardware solution to improve wireless network efficiency for
“last mile™ smart grid communication systems. The hardware solutions signifi-
cantly improve the efficiency of the wireless network intended for “last mile™
smart grid communication systems.

Keywords: smart grid, wireless sensor network, last mile communication, PER vs.
RSSI

1. INTRODUCTION

Successful implementation of Smart Grid (SG) solutions depend mostly on
the adopted communication solutions [1]. Currently, the mainproblem in the
implementation of Smart Grid communication systems is the solution of the
"last mile", part of SG communication networks. This part of networks has
a decisive impact on the cost of implementation and operation of the whole
communication system. Thus very cheap sensor-based devices have been used
to deploy “last mile” wireless networks. Wireless Sensor Networks (WSNs) use
similar hardware solutions.

A typical node in a WSN consists of an antenna, a microcontroller,
a transceiver and a sensor. In Europe, microwaves with frequencies 433 MHz
and 868 MHz (ISM - Industrial, Scientific, Medical radio band) are very often
used for automatic meter reading (AMR) systems and WSNs. Nodes using these
frequencies have a maximum transmission power of approximately 10 dBm and
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KU BARDZIEJ WYDAINYM SIECIOM BEZPRZEWODOWYM
"OSTATNIEJ MILI" PRZEZ INTELIGENTNE SYSTEMY
KOMUNIKACI W SIECI

Streszczenie

Technika transmisji multi-hop jest powszechnie stosowana w bezprzewodowych
sieciach sensorowych w celu powigkszenia zasiggu jej dziatania. Jednak wadg techniki
multi-hop jest duza zawodnos¢ transmisji. Celem artykutu jest przedstawienie sprzgto-
wych metod poprawy jakosci transmisji w bezprzewodowych sieciach sensorycznych
przeznaczonych do obstugi komunikacji w systemach Smart Grid w obszarze ostatniej
mili. Prezentowane w pracy metody nie sg stosowane w klasycznych bezprzewodo-
wych sieciach sensorowych ze wzgledu na deficyt energii charakterystyczny dla sieci.
ktorych wezty zasilane sa bateryjnie. Prezentowane metody oraz ich skuteczno$¢ doty-
czg takich zagadnien, realizowanych metodami sprzgtowymi, jak: szybkie wykrywanie
sygnatu nosnej. korekcja bledow wprzod, uprzypadkawianie strumienia danych, kryte-
rium decyzji o transmisji CCA (ang. clear channel assessment). W pracy w sposéb teo-
retyczny i praktyczny wykazano skuteczno$¢ proponowanych metod.

Stowa kluczowe: sieci Smart Grid, sieci sensorowe, komunikacja ostatniej mili, PER
vs RSSI
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ﬂrz+(x—x')2
Fyelexpl 2w+ @) ——— || =
c

2
2
erxp _ir\/[MJ _(kx')2 _lkx’ X
C

(6)

where A4 is a slowly-fluctuating scaling term and therefore, it can be ignored.
The above equation leads us eventually to the following integral which is the
two-dimensional Fourier transform of the received SAS data

2
etk )= [[ox.r)- P(a))exp[—ir\/[Mj —(kyr)? =ik - xldsdr ()
C

The Omega-k algorithm relies on the Stolt mapping defined below [1, 2]

2
k, _\/(M) _(kx')2 (8)
c
k, =k, 9)

After the mapping the expression (7) becomes

ek, k,) j j o(x,r)- P(w)exp[-ik, - r ik, - x]dxdr (10)

xXr

Spatial frequencies k, and £, represent the wavenumber in the along-track
direction and the range direction respectively. Therefore, Omega-k is often
called wavenumber algorithm. In order to complete the discrete inverse Fourier
transform (the next step of this algorithm) the data must be evenly spaced in &,
and k, domain. The nonlinear nature of the equation (8) causes unevenly spaced
data. Therefore, it is required an interpolation to make possible a further pro-
cessing. To sum up: the consequence of the Stolt mapping is the necessity of an
interpolation of the SAS data. A target function estimating desirable o(x,#)
function (the approximation results from a limited band of the SAS signal) is
obtained from the equation (10) in the following way

fo,r) = j j ek, k) P~ (o)explik, - R |-explik, -r + ik, -x|dk dk, (11)
kx kr
where P’(w) is the complex conjugate of P(w). The additional term which has

appeared in the above equations allows to bring this signal to the low pass, t.e.
this operation lets us to center the resultant SAS image at the reference distance
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Table 1. Assumed parameters of a stripmap SAS system

velocity of platform 0.5 [m/s]
¢ (sound speed in water) 1500 fm/s]
chirp bandwidth 5 [kHz]
chirp duration 5 [ms]
carrier frequency 100 [kHz]
PRF (Pulse Repetition Frequency) 15 [Hz}
D, (sonar diameter in the along-track direction) 0.16 [m]
range resolution 0.0750 [m]
along-track resolution 0.0800 [m]
2*R, (examined seafloor in the range direction) 20 [m]
2*X, (examined seafloor in the azimuth direction) 10 [m]
R_ (distance to the center of the examined area) 30 [m]

The representative result of the comparison of two algorithms (for the SAS
signal in figure 5A) is shown in Table 2. The main tool which allowed to emu-
late SAS system in the stripmap mode, to implement both algorithms, extract
and prepare point target images, calculate suitable parameters and finally com-

pare the obtained results was the Matlab environment.

Table 2. Relative differences & (according to the equation 15) between parameters
calculated for along-track and range profiles reconstructed by Omega-k and

Range Stacking algorithms

Point Along-Track Profile Range Profile
IRW IRW IRW IRW

Target| PSLR | 338 | null-to-nunt | "SUR | PSLR U 548 | nullto-nut | ISER
1 -0.33 0 0 -0.24 | 0.27 0 0 0.15
2 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0.02
5 0 0 0 0 0 0 0 0
6 0.03 0 0 0.04 | -0.13 0 0 -0.38
7 0.39 0 0 033 | 0.18 0 0 -0.1
8 0.7 0 0 0.64 0.09 0 0 -0.05
9 0 0 0 0 0.04 0 0 0
10 0 0 0 0 0 0 0 0
11 0 0 0 0 0 0 0 0
12 0 0 0.66 -0.01 -0.04 0 0 0
13 -0.03 0 0 0 0 0 0 0
14 0 0 0 -0.03 0 0 0 0
15 0 0 0 -0.01 0 0 0 -0.03
16 0 0 0 0 0 0 0 0
17 0 0 0 0 0.04 0 0 0




Table 2 continued

Comparison of Range Stacking and Omega-k algorithms...
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18 0 0 0 0 0 0 0 0
19 0 0 0 0.01 0 0 0 0
20 -0.03 0 0 0.03 0 0 0 -0.03
21 0 0 0 0.01 0 0 0 0
22 0 0 0 0 0 0 0 0
23 0 0 0 0 0 0 0 0
24 -0.08 0 0 -0.06 | 0.04 0 0 0
25 0 0 0 0 0 0 0 0
26 0 0 0 -0.01 0 0 0 -0.03
27 0 0 0 0 0 0 0 -0.03
28 -0.03 0 0 -0.01 0 0 0 -0.03
29 0 0 0.65 -0.01 0 0 0 0.03
30 0 0 0 0.01 0 0 0 0
31 0 0 0 0 0 0 0 0
32 0 0 0 -0.03 0 0 0 0
33 0 0 0 0 0 0 0 0
34 0.03 0 0 0.03 0 0 0 -0.03
35 0 0 0 0.03 0 0 0 0
36 0 0 0 0 0 0 0 0
37 0.17 0 0.65 0.32 0.76 0 -1.14 0.73
38 -0.03 0 0 -0.01 0 0 0 0
39 0.39 0 -0.66 0.39 0.18 0 0 -0.1
40 0 0 0 0 0 0 0 0.03
41 0.03 0 0 0 -0.09 0 0 -0.23
42 0 0 0 0 0 0 0 0
43 -0.03 0 0 -0.08 | -0.22 0 0 -0.33
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IPTV service, that is more complex because of integration with on demand ser-
vices and ability to interact with users. In this paper authors present their
“E-model” for IPTV service which was created based on test results which show
relationships between modified single network parameters and quality measures
which are associated with user satisfaction and signal degradation. Apart from
that they also present approach to create model for all the parameters.

2. THE CONCEPT OF MONITORING THE QULITY FOR IPTV
SERVICE

In developing the monitoring the quality of IPTV service it is needed to
consider both service provider and end-user needs. Designed based on that sys-
tem should give the operator ability to find relationships between users’ com-
plaints and network events. For the provider more important are network and
signal parameters and on the other hand client want to be satisfied from provid-
ed service. That is why monitoring has to include not only checking network
parameters but also user satisfaction. For that reason monitoring device should
be located on the user side. Monitoring system should be implemented as soft-
ware solution in Set Top Box. This device in normal situation is needed to de-
code and display television programs. Authors found problems with access to
STB system, so the implementation was done by using additional external de-
vices and applications. Due to use of additional tools, implemented system can-
not be applied universally as a commercial solution.

3. LABORATORY NETWORK (PON/I'TTH)

In Institute of Telecommunications at Warsaw University of technology it
is located the distribution-access part of FITL network over which operator
Multimedia Polska S. A. provides triple play services such as: broadband Inter-
net, VoIP and IPTV. All of them are transmitted in aggregated stream to OLT
device (FiberHome AN5116) in which optical signal is divided into particular
ONU devices (FiberHome AN5116). In these units signal is converted from
optical form to electrical form and services are transitioned to appropriate ports
on which services were configured. Television signal, associated with IPTV
service is delivered to one of FE ports and later on this signal is decoded in Set-
Top-Box device (iCAN2810W) and at the end it’s displayed on the monitor. To
receive television materials connection between monitor and STB was replaced
by appropriate system (for monitoring reason) or computer with software which
allows to receive and save IPTV content (for tests related to parametric model
creation).
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15. COMMON RELATIONSHIP — PROPOSED APPROACH

Presented test results show only dependencies between single network pa-
rameters such as: jitter, bandwidth, packet loss, packet corrupt and quality
measures (MSE/MOS). To create common relationship between them it is
needed to use statistics tools like analysis regression and correlation. Obviously
it is necessary to have enough numbers of tests. After determining the correla-
tion scatter plot between individual variables and quality measures it is needed
to use correlation coefficient (chosen depending on data) to determine correla-
tion. Then after finding relationships between variables it is needed to deter-
mine their nature. For this purpose it can be used graph of regression which is a
statistical tool to determine the best-fit curve for set of points. This dependence
should be determined for all combinations of network parameters and in effect
it would be possible to define common relationship including dependencies
between all network parameters and quality measures.

16. SUMMARY

Monitoring tests presented in this paper showed how network changes af-
fect MPEG TS parameters and the quality - user satisfaction (MOS). Prepared
parametric model is related only to single network parameters and it present
dependencies between these parameters and quality measures for video signal in
IPTV service. Additionaly, authors introduced the concept of co-determination
the impact of all network parameters to the service. The work associated with
the development of the parametric model for [PTV service will be continued. In
results this model can be used in network planning processes and also in moni-
toring quality systems.
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Approach to QoS/QoE monitoring...

PODEJSCIE DO USLUGI MONITOROWANIA QoS/QoE
I PARAMETRYCZNY MODEL DLA IPTV

Streszczenie

Gtownym celem artykulu jest przedstawienie podejécia do monitorowania
QoS/QoE i tworzenia modeli parametrycznych dla ustugi IPTV. System monitorowa-
nia zostal uzyty do monitorowania on-line parametréw (TS) MPEG i subiektywnej oce-
ny (MOS). Druga czgs¢ pracy prezentuje model parametryczny dla ustug IPTV. ktory
opisuje relacje miedzy poszczegolnymi parametrami sieciowymi, takimi jak: jitter,
utrata pakietow. pakiety uszkodzone i przepustowo$¢ oraz subiektywnych/obiektywnych
miar jakosci (MOS, MSE). Stworzony model pokazuje wptyw zmiany warunkow sie-
ciowych na postrzegang jakos¢ wideo dla roznych sekwencji wideo pochodzacych ze
strumienia IPTV. Praca przedstawia rowniez metodologi¢ badan 1 wyniki. ktore
mozna wykorzysta¢ do oszacowania postrzeganej jakos$ci zmian zwigzanych z mody-
fikacjg poszczegoinych parametrow sieciowych.

Stowa kluczowe: IPTV, jako$¢ ustug, jako$¢ doswiadczen, sieci optyczne, model para-
metryczny. system monitoringu
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1 2 2
/1]/2:5|:];1\:'+Txxi\/(]}'_)'+]}x) '—4(+T;}"Txx+Tn' ):| (15)

The eigenvector connected with the matrix eigenvalue is

cfal-2 ) 00

On the basis of the equation 15 we get the gradient of the eigenvector

Vi _ A—Txw (]7)
\ T
Taking into account equestions 15 and 17 we have then
2 2
ﬂ _ Tl'}' — T+ \/(71)) — ﬂr) - 4Tv)' (] 8)
V2 2T\'1
Functions sin(®) and cos(®), corresponding this gradient, are respec-
tively
Ty — T s (T —Tee)) — 4T
. v 3y — dxx+ w—dw) — o
Sln(G)): . 2 : _ 33 ( M ) ) (19)
\/ Vi +V2 M
2T
C08(O) = e = = (20)
2 2 M
\/Vl +Vv2
where

2 2 2 2
M = \/ 871) + 2(7}} - Trx) + 2(ﬂ1 - T\Z\‘)\/(]}_l - Tvx) - 4T\'} (2 ])
To sum up, the function projecting the image frg into frsg becomes
frse(x:, 1)) = frs(cos(®) - x; —sin(®) - y,,8in(®) - x: —cos(O) - y1)  (22)

It is worth mentioning that this projection doesn’t recognize the direction
and therefore, depending on the original object position in the image, the pro-
cessed image frsg can take one of two possible canonical positions, representing
the same object. It has to be taken into account during the preparation of train-
ing patterns for the neural network.

In the table 1 there were a few examples of the standardization of an image
described above. The standardization in the last case Q+90° jpg resulted in the
second possible canonical object position.
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